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Abstract. We report a new approach to intense-field photoionization that is based on the ad hoc as-
sumption that m photons of energy Eph arriving within a typical electronic response time are effectively
equivalent to a single photon of energy mEph. The heuristic model contains no adjustable parameters and
unifies apparent multiphoton and field aspects. Moreover, nonsequential, suppressed and above-threshold
ionization phenomena become readily understandable. Predicted ionization intensities are in satisfactory
agreement with available experimental data ranging from C6H6 to Ne3+, from femtosecond to nanosecond
laser pulses, and from ultraviolet to infrared laser radiation.

PACS. 32.80.Rm Multiphoton ionization and excitation to highly excited states (e.g., Rydberg states) –
32.80.Wr Other multiphoton processes – 42.50.Hz Strong-field excitation of optical transitions in quantum
systems; multiphoton processes; dynamic Stark shift

1 Introduction

Present concepts to understand nonresonant high-
intensity laser ionization of atoms and molecules implicate
electron tunneling enabled by the laser’s instantaneous
electric field as the fundamental mechanism [1,2]. Sev-
eral models have been developed to describe intense-field
ionization, among which the Ammosov-Delone-Krainov
(adk) model [4], the barrier suppression ionization (bsi)
model [5] and the Keldysh-Faisal-Reiss (kfr) model ([3],
and references therein), are probably the more prominent
ones. In the adk model the electron is assumed to tun-
nel in a quasistatic fashion through the potential barrier
that arises from the distortion of the attractive potential
of the ionic core by the external field. In the bsi model,
this distortion is so strong that the barrier height drops
below the energy level of the outermost electron so that
it can escape immediately. The kfr model is based on S-
matrix theory and describes a transition form the target’s
initial state to a final state dressed by the laser field, which
can be either a plane wave or include corrections for the
long-range Coulomb interaction.

However, there are difficulties to include specific molec-
ular and atomic properties into these models, e.g. to ac-
count for substantially different ionization behavior of par-
ticles with the same ionization energy (IE). Recently, the
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latter raised considerable interest [6–8] due to the fact
that the O2 molecule (IE = 12.09 eV) starts to ionize
at higher intensities than the Xe atom (IE = 12.13 eV),
a phenomenon often called suppressed ionization. Quite
contrary, the ionization behavior of the N2 molecule (IE =
15.58 eV) and the Ar atom (IE = 15.76 eV) are observed
to be almost identical [9,10]. Furthermore, tunneling mod-
els cannot retrieve the multiphoton ionization (mpi) be-
havior at low intensities, where the ionization probability
is proportional to Im0 , m0 being the minimum number of
photons required for a transition from the ground state
to the ionization continuum (the so-called threshold or-
der) [11].

In this paper, we present an heuristic model of intense-
field photoionization which covers both linear and circular
polarization. Not containing any adjustable parameters,
its predictions are in satisfactory agreement with reported
experiments on intense-field ionization of both atoms and
molecules, over a wide range of parameters such as pulse
duration, wavelength and ionization energy of the target
particle.

This paper is organized as follows. After an introduc-
tion of the basic ingredients of the model, we first de-
rive an iterative procedure to calculate ion yields, and
present a simple analytic expression that closely approxi-
mates the results of this iteration. Then, we demonstrate
the capability of our model to reproduce a large set of
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published experimental ion yields. After that, we demon-
strate how our model explains suppressed ionization, and
describe why certain target particles are poorly ionizing.
We then discuss above-threshold ionization (ati) spectra
and nonsequential ionization for the case without elec-
tron recollision. Next, we give an alternative explanation
of barrier suppression ionization (bsi). Then, we derive
generalized multiphoton ionization (mpi) cross-sections,
showing that our model’s predictions are in agreement
with Lambropoulos’s scaling law [12,13], and we describe
the influence of polarization on ion yields. After that, we
discuss the observability of the threshold order of multi-
photon ionization, and present an analysis of (multiple)
photoionization of the C60 molecule. Finally, we elucidate
our model in the framework of time-dependent perturba-
tion theory in an Appendix.

2 The model

Figure 1 summarizes the present model. We consider a
particle with ionization energy IE that is exposed to laser
photons of energy Eph= h/T . The intensity of the corre-
sponding mode-locked laser pulse with carrier frequency
1/T and linear or circular polarization is modeled for
0 ≤ t ≤ NT by

I(t) =






1.94 Ie cos2
(

2πt
T

)

sin4

(
πt

NT

)

(lin. pol.);

0.97 Ie sin4

(
πt

NT

)

(circ. pol.),

(1)
where N is the number of optical cycles in the sin4 pulse
envelope and Ie is the experimental pulse intensity, de-
fined as the ratio of fluence Φ =

∫
I(t′)dt′ and full-width-

at-half-maximum pulse duration ∆FWHM = 0.364NT . We
chose the sin4 profile mainly because it has a finite pulse
duration (unlike the often encountered Gaussian or sech2

profiles), which conveniently limits the number of itera-
tions required in our calculations (see Eq. (7) below). The
exact functional form of the intensity envelope is not ex-
pected to affect the results presented here.

All energy levels Em with Em = mEph > IE (m is a
positive integer) are in the continuum and can give rise to
ionization. Level m is assumed to contribute when at least
the required amount of photon energy Em is absorbed
within a short time interval given by ∆tm = h/Em =
T/m. The latter we call timelet. It is a measure for the
shortest electronic response time. Within this time inter-
val — in the so called impulsive limit — the system is un-
able to alter its state upon the photobombardment, and
we ad hoc postulate that the target system can not distin-
guish between individual photons, i.e. that m photons of
energy Eph arriving within a typical electronic response
time are effectively equivalent to a single photon of en-
ergy mEph. Hence, we employ for either excitation mech-
anism the single-photon cross-section σm which connects
the ground state of the target system to the virtually ex-
cited state m with a single photon of energy Em. Via the

use of the σm the individual properties of atoms and mo-
lecules enter the model.

Accordingly, the mean number of absorbed photons at
level m within ∆tm is given by

Mm(t) =
σm

Eph

∫ t+∆tm

t

I(t′)dt′. (2)

By means of the Poisson distribution we can evaluate the
probability Pm(t) of absorption of at leastm photons for a
given mean value Mm(t). This gives the ionization prob-
ability via doorway level m at a given time in the laser
pulse:

Pm(t) =
∞∑

s=m

Mm(t)s

s!
exp(−Mm(t)) = 1 − Γ (m,Mm(t))

Γ (m)
.

(3)
Clearly, all continuum levels m with their individual
timelets and cross-sections can contribute to ionization.
Therefore, the total ionization probability is

Ptot(t) = 1 −
∏

m

(1 − Pm(t)). (4)

The overall ionization probability Y is obtained by prop-
agating the timelets corresponding to all energy levels m
through the laser pulse. Unless the pulse is extremely short
or powerful, only timelets centered around the intensity
maxima at t = n×T/2 (n = 1, ..., 2N−1) need to be con-
sidered for linear polarization — reminiscent of tunneling
models [39], and in agreement with the recently observed
asymmetry in the single-shot electron distribution with
few-cycle pulses [40]. The integration in equation (2) then
yields

Mm,n,q = C

{
1
2

+
m

4π
sin

(
2π
m

)

cos
(

4πq
m

)}

sin4
( nπ

2N

)

(lin. pol.), (5)

with C = 1.94 Ieσmh/mEph
2. The index q (|q| < m/4) al-

lows for additional side timelets, which play a role only
for very large m, e.g. in the case of CO2 laser ioniza-
tion. For circular polarization, there are no intensity peaks
so ionization can take place more continuously, at times
t = n′ × T/m (n′ = 1, ...,mN − 1). The integration in
equation (2) then yields

Mm,n′ =
C

2
sin4

(
n′π
mN

)

(circ. pol.). (6)

Thus, for equal experimental intensities Ie, circularly po-
larized radiation has only half the intensity but m/2 times
more timelets in comparison to linearly polarized radia-
tion. If two or more timelets happen to coincide in time,
they are evaluated in order of decreasing m. This pref-
erential treatment of the fastest level becomes important
under saturation conditions for nonsequential (NS) ion-
ization phenomena or ati spectra.

After labeling all conceivable timelets with a universal
index k = 1, 2, ...,K that orders them in time, and denot-
ing the probability that the particle is ionized (remains
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Fig. 1. Basic principles of the s.p.i. model. The arrows represent a general multi (s) photon process; m are ionizing levels.
As indicated, the Poisson distribution can be derived from a general ladder climbing process. The example is based on the
ionization of Ar (IE = 15.76 eV), which requires at least 11 photons of 800-nm radiation (Eph = 1.55 eV, T = 8/3 fs,
NT = 30 fs, Ie = 1.15 × 1014 W/cm2, ∆tm(m = 11) = 8/33 fs). For more information see text.

neutral) after the kth timelet by Y ion
k (Y neut

k ), we can
write recursive expressions from which the final ionization
probability Y follows as Y ion

k=K :






Y ion
k = Y ion

k−1 +
(

1 − Γ (m,Mk)
Γ (m)

)

Y neut
k−1 , Y ion

0 = 0

Y neut
k =

Γ (m,Mk)
Γ (m)

Y neut
k−1 , Y neut

0 = 1.

(7)
Summarizing, the model describes the transition proba-
bility from a well-defined ground state into a well-defined

state of the ionization continuum as a transient mpi pro-
cess, confined to a time interval on the order of the elec-
tronic response time, and characterized by the oscillator
strength of the direct transition. In this way, multipho-
ton ionization, optical field ionization and ionization by
a fast charged particle for forward scattering bear close
similarities. In the optical limit (zero momentum trans-
fer) the interaction of a fast charged particle with a target
particle is determined by the optical oscillator strength
f(0), which is in a simple way related to the single-photon
cross-section σ(E) for absorption of radiation. The fact
that the electric fields involved in such an interaction are
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comparable to the ones produced by intense lasers used in
photoionization experiments hints at a key role of σ(E) in
modeling the outcomes of such experiments as well. The
model does not involve any tunneling aspects nor shift-
ing of electronic states. In particular, it does not consider
dressed states; it is assumed that a typical time for ion-
ization is smaller than a typical inverse Rabi frequency
governing the population of such states. A more rigorous
discussion is given in the Appendix.

Before applying our model, we wish to give a number
of comments on the employed photoabsorption spectra.
The single-photon absorption cross-sections σm or pho-
toabsorption spectra are well documented in the litera-
ture [14–33]. They are either measured directly using tun-
able synchrotron radiation or by inelastic scattering of fast
electrons for forward scattering or zero momentum trans-
fer [34]. This technique is called dipole (e, e) spectroscopy.
Furthermore, analytic formulas to calculate cross-sections
are available [35]. The photoabsorption spectra usually ex-
hibit sharp structures due to quasi-discrete, autoionizing
or autodissociative Rydberg states and vibrational pro-
gressions (so-called superexcited states [36]). These over-
lap the true continuum states [14], which are responsible
for direct ionization. Therefore, we determined the pho-
toabsorption cross-sections through interpolation of the
smooth continuum. The values thus obtained were then
multiplied by ionization quantum yields [36] from litera-
ture. In this way, we exclude all resonant contributions.
We also explicitly exclude any population of superexcited
states, the presence of which might easily be detected
because they often decay into fluorescing neutral frag-
ments [37]. This procedure may need refinement if the
dynamics of superexcited molecules is modified in the in-
tense external laser field. Finally, we are aware that we
employ only the single-photon accessible ionization con-
tinuum, thus ignoring selection rules; yet, this simplifica-
tion together with our model assumptions is heuristically
justified by the good agreement between theory and ex-
periment (see below and Fig. 2). Clearly, we propose a
mechanism complementary to high-harmonic generation,
namely high-harmonic absorption. In support of our ap-
proach, a formal correlation between single-photon and
multiphoton cross-sections can be derived in first-order
Keldysh-Faisal-Reiss theory [38].

3 Analytic expression for the ionization
probability

If none of the timelets appreciably depletes the ground
state one can obtain an analytic approximation for Y

Y ≈ 1 −
∏

m

(
Γ (m,mIe/Isat,m)

Γ (m)

) N
π
√

2 (1−
1
m )

(8)

Isat,m ≡ m2Eph
2

1.94 σmh
=

(

2.00 × 1013 W
cm2

)
Em(eV)2

σm(Mbarn)
. (9)

Isat,m corresponds to an ionization probability of ∼ 0.5 at
the pulse maximum (Mm,n=N,q=0 ≈ m in Eq. (5); neglect

the curly-bracketed factor, which varies between 0.5 and
unity). In all cases of practical interest, the results from
equations (7, 8) are hardly distinguishable. In the given
form, equation (8) is valid for linear polarization; for cir-
cular polarization, Isat,m has to be replaced by 2Isat,m and
the exponent N(1 − 1/m)/π

√
2 by N

√
m/2π.

4 Comparison with experiments

The predictive power of our statistical photoionization
(s.p.i.) model is demonstrated in Figure 2. It shows a
compilation of all cases where we could bring together
both experimental ion yields and photoabsorption cross-
sections. Some representative results from other theories
are also included. Each published yield vs. intensity curve
is represented by a single characteristic intensity. To this
end, the intersection method [11] was applied to determine
absolute ion yields from the experimental data curves. We
then took the lowest reliable ion yield for each experiment
as the point of reference.

Going down in Figure 2 from benzene (9.24 eV, 3.7 ×
1010 W/cm2) to Ne3+ (97.12 eV, 3×1016 W/cm2), we per-
ceive no systematic deviations, except for some CO2 laser
experiments (10.6 µm, 2.6 ns, Ref. [41]), which might be
due to experimental difficulties, for the measurements of
reference [42] that are based on a novel way to determine
saturation intensities, and for the Ar2+ ionization, which
we discuss in detail below. Excluding these cases from an
error distribution for log10(IS.P.I./Iexpt), the expectation
is 0.01 decade and the variance 0.27 decade. No correlation
exists between the error and the Keldysh adiabaticity pa-
rameter [1], which up to now has drawn the line between
the applicability of multiphoton and field ionization mod-
els. No other photoionization model currently spans this
broad a parameter range except full ab initio calculations.
This, in combination with its simple analytic formulation
makes the s.p.i. model very attractive.

Faisal and coworkers have recently reported on total
ionization rates and ion yields of noble gas atoms at high
laser intensities [3]. Using a Coulomb-corrected Keldysh-
Faisal-Reiss (kfr) rate formula they find good agreement
with 36 experimental data sets assuming factors of up
to two for the uncertainties in experimental intensities.
Within similar limits, the saturation intensities predicted
by the s.p.i. model are in satisfactory agreement with the
calculations of Becker et al. and, hence, with the experi-
mental data compiled by them.

5 Suppressed ionization

Figure 3 shows that the s.p.i. model correctly predicts
the experimental observations also for the challenging ion-
ization behavior of O2 vs. Xe and N2 vs. Ar. It shows
Xe+/O+

2 yields (left panels) and Ar+/N+
2 yields (right

panels) as a function of intensity for 800-nm pulses of
different pulse durations: 30 fs (top panels, experimen-
tal data from Ref. [10]) and 200 fs (bottom panels, experi-
mental data from Ref. [9]). Although our model somewhat
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Fig. 2. Comparison of predictions of the s.p.i. model (blue solid circles) to experimental (red open circles) and representative
theoretical (triangles) results. Each row in the diagram corresponds to a separate experiment, with the target particle, laser
wavelength and pulse duration indicated. The given intensities produce the indicated ion yields Y (‘sat’ = saturation). The s.p.i.
intensities have been calculated with equation (8). Solid lines guide the eye. The adjacent table gives the employed cross-sections
and references.
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Table 1. Cross-sections and references employed in Figure 2. First column: target particle; column labeled m0: lowest order
taken into account; column labeled σm0 , σm0+1, ...: cross-sections used (in Mb = 10−18 cm2).

m0 σm0 , σm0+1, ... Ref.
C6H6 (248 nm, 500 fs) 2 28, 108, 132 [67,15]

C6H6 (780 nm, 44 fs) 6 14, 41, 68, 82, 130, 157, 144 [42,15,16]

C6H6 (800 nm, 200 fs) 6 6, 36, 67, 71, 125, 144, 143 [68,15,16]

NO (532 nm, 6 ns) 5 4.3, 10.4, 16.4, 22.5 [69,17]

C3H4 (800 nm, 50 fs) 7 42, 37, 41, 64, 74, 71, 57 [70,18]

C2H4 (800 nm, 200 fs) 7 8, 19, 45, 56, 59 [71,19]

CH3OH (780 nm, 44 fs) 7 6, 20, 31, 43, 46, 47, 46, 42, 37 [42,72]

C2H2 (800 nm, 50 fs) 8 21.4, 22.6, 34, 30.6, 28.3 [70,20]

O2 (800 nm, 30 fs) 8 3, 5, 11, 30, 24, 27, 27 [73,21]

O2 (800 nm, 200 fs) 8 3, 5, 11, 30, 24, 27, 27 [9,21]

O2 (10.6 µm, 2.6 ns) 111,144 20, 35 [41,21]

Xe (248 nm, 500 fs) 3 59.8 [74,22]

Xe (780 nm, 44 fs) 8 26.3, 62.2, 57.0 [42,22]

Xe (800 nm, 30 fs) 8 19.9, 63.3 [10,22]

Xe (800 nm, 200 fs) 8 19.9, 63.3 [75,22]

Xe (800 nm, 220 fs) 8 19.9, 63.3 [76,22]

Xe (1053 nm, 1.9 ps) 11 39.0, 62.3, 59.0 [53,22]

Xe (10.6 µm, 2.6 ns) 104 65 [41,22]

HCl (10.3 µm, 2.5 ps) 120 45 [77,23]

CO2 (800 nm, 50 fs) 9 12, 14.8, 30.8, 33, 36.2, 36.1 [70,24,25]

CO2 (10.6 µm, 2.6 ns) 118 45 [41,24,25]

Kr (248 nm, 500 fs) 3 44.4 [52,22]

Kr (800 nm, 200 fs) 10 45.4, 44.9 [75,22]

Kr (800 nm, 220 ns) 10 45.4, 44.9 [76,22]

Kr (10.6 µm, 2.6 ns) 120 45 [41,22]

CO (800 nm, 250 fs) 10 13.6, 22.6, 22.5, 22, 22.15, 21.6, 21 [78,14,26]

CO (10.6 µm, 2.6 ns) 120 36 [41,14,26]

H2 (800 nm, 40 fs) 10 13.5, 11, 9.1, 7.5, 6.3 [79,27,28]

H2 (10.6 µm, 2.6 ns) 132 18 [41,29]

D2 (800 nm, 200 fs) 10 13.5, 11, 9.1, 7.5, 6.3 (values for H2) [80,27,28]

N2 (800 nm, 30 fs) 11 26.4, 23.5, 23.1, 22.7, 25.2, 23.5 [73,30,31]

N2 (800 nm, 50 fs) 11 26.4, 23.5, 23.1, 22.7, 25.2, 23.5 [70,30,31]

other theory: [81]

N2 (800 nm, 200 fs) 11 26.4, 23.5, 23.1, 22.7, 25.2, 23.5 [9,30,31]

N2 (10.6 µm, 2.6 ns) 136 40 [41,31]

F2 (800 nm, 30 fs) 11 6, 8, 17, 22, 23, 23 [45]

other theory: [7]

Ar (248 nm, 500 fs) 4 35.7, 34.3 [52,22]

Ar (586 nm, 950 fs) 8 32.5, 35.1 [82,22]

Ar (800 nm, 30 fs) 11 32.8, 34.7 [10,22]

Ar (800 nm, 200 fs) 11 32.8, 34.7 [75,22]

Ar (800 nm, 220 fs) 11 32.8, 34.7 [76,22]

Ar (1053 nm, 600 fs) 14 31.7, 33.9 [51,35]

Ar (1053 nm, 1 ps) 14 31.7, 33.9 [5,35]

Ar (10.6 µm, 2.6 ns) 135 30.5 [41,22]

Ne (800 nm, 200 fs) 14 6.45, 7.18, 7.88, 8.28 [75,32]

Ne (1053 nm, 1 ps) 19 6.67, 7.43, 7.48, 8.18, 8.51 [5,35]

Ne (1053 nm, 1.9 ps) 19 6.67, 7.43, 7.48, 8.18, 8.51 [53,35]

He (248 nm, 500 fs) 5 7.27, 5.47 [52,33]

other theory: [83]

He (614 nm, 120 fs) 13 6.83, 6.06, 5.43 [55,33]

other theory: [83]

He (745 nm, 200 fs) 15 7.32, 6.63, 6.05 [84,33]

other theory: [83]

He (780 nm, 160 fs) 16 7.21, 6.51 [85,33]

other theory: [83]

He (800 nm, 200 fs) 16 7.52, 6.77 [75,33]

He (1053 nm, 1 ps) 22 7.03, 6.50 [5,35]

Ar+ (1053 nm, 1 ps) 24 43.8, 37.1, 31.7 [5,35]

Ar2+ (1053 nm, 1 ps) 35 1.42 [5,35]

Ne+ (1053 nm, 1 ps) 35 7.0, 7.4, 7.7, 8.0, 8.2, 8.3 [5,35]

He+ (1053 nm, 1 ps) 47 1.50, 1.41, 1.34 [5,35]

Ne2+ (1053 nm, 1 ps) 54 3.8, 4.7, 5.3, 5.7, 5.9, 6.1, 6.2, 6.2 [5,35]

Ne3+ (1053 nm, 1 ps) 83 4.1, 4.0, 4.0, 3.9, 3.8 [5,35]
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overestimates the Xe+ yields, it reproduces the suppressed
ionization of O2 and its absence in N2 very well. This is
caused by the fact that the cross-sections of the first few
continuum levels Em are considerably smaller for O2 than
for Xe, whereas for the pair N2/Ar there is no such marked
difference (see data and reference in Tab. 1). A recent pub-
lication [7] discussed the suppressed ionization of O2 and
its absence in N2 in terms of the symmetry of molecular
wave functions. The s.p.i. model automatically comprises
such symmetry arguments, because vuv cross-sections in
the energy range just above the ionization threshold are
strongly influenced by interference between the atomic
sites in the molecule [43]. For example, the negative molec-
ularity (or out-of-phase LCAO, see Ref. [43]) of the outer
valenceorbitals of O2 reduces its vuv cross-section in the
first few eV above the ionization threshold. However, as
soon as the inner-shell πu2p(O2) MO, which has positive
molecularity (in-phase LCAO [43]), is reached, the O2 vuv
spectrum shows a marked increase. Because symmetry ef-
fects are automatically accounted for in our model, no
knowledge of wave functions is required. This appears to
be a major advantage of our approach, especially for more
complicated polyatomic molecules, for which atomic and
ionic wave functions may not be readily available. Paren-
thetically, reference [7] puts forward a somewhat differ-
ent view of what MO types lead to suppressed ionization:
reference [7] ascribes it to the antibonding character of
the valence orbital, but in the s.p.i. model it is a built-
in consequence of the negative molecularity of MOs. A
conflict between these two views arises for certain valence
orbitals, the 3σg(N2) orbital being an important example:
this MO is bonding, but it is also an out-of-phase LCAO
(negative molecularity): 3σg(N2) ∝ 2pz(NA) − 2pz(NB).
Thus, it is not expected to give rise to suppressed ioniza-
tion by reference [7], but in the s.p.i. model there can
be suppression for a properly chosen wavelength. Just
above the ionization threshold (3σg)−1 the single-photon
absorption cross-section of N2 starts off below 10 Mb,
growing to values on the order of 25 Mb only when the
(1πu)−1 edge is reached [14]. This low cross-section en-
ergy region, however, is fairly narrow (in O2 it is about
three times wider) and with 800-nm radiation no con-
tinuum level Em happens to fall in it. At 825 nm, E11

would be at 16.5 eV where the cross-section is low, so
that suppressed ionization should be observable at that
wavelength in N2. Strikingly, in reference [7], the calcu-
lated N+

2 yields (based on the bonding character of the
3σg(N2) orbital) are larger than the calculated Ar+ yields,
at variance with the experimental data. The s.p.i. model
correctly predicts the Ar+ yields to exceed the N+

2 yields
(see Fig. 3). Recent experiments [44] using 790-nm, 100-fs
pulses do not show suppressed ionization in F2, contrary
to the predictions of both references [6,7]. However, these
experiments also show a slight enhancement for N+

2 rel-
ative to Ar+ at variance with references [9,10] and with
the present model. Unfortunately, experimental values of
the vuv cross-sections needed in our model are not avail-
able. Calculations suggest [45] that F2, like O2, has a small
(few Mb) single-photon cross-section just above the ion-

ization threshold, which then rises to roughly 20 Mb when
the πu2p(F2) MO is reached. Using these calculated val-
ues we fully confirm the predicted [7] suppressed ionization
in F2 with 800-nm, 30-fs pulses (see Fig. 2). It must be
kept in mind, however, that there is confusion about the
exact value of the cross-section of F2 just above its ioniza-
tion threshold (see Ref. [45], and references therein), which
makes our results correspondingly uncertain. Interference-
induced dynamical variations in the photoabsorption are
generally called ‘Cooper minima’ [14,46]. Hence, we use
the term ‘Cooper suppressed ionization’ for what is usu-
ally called suppressed ionization in molecules. In view of
the s.p.i. model the true fingerprint of Cooper suppressed
ionization would be a reduced strength of the first few ati
peaks in the electron spectrum.

6 Poorly ionizing species

Even atoms may exhibit suppressed ionization, if there
is only little oscillator strength just above the ionization
threshold, followed by a significant rise at higher energies.
Previously, 500-fs KrF laser ionization of sputtered neu-
tral atoms was investigated [47]. The surprisingly weak
Mg (IE = 7.65 eV) ion signal and the absence of Na
(IE = 5.14 eV) ions become understandable within the
s.p.i. framework, since the photoabsorption cross-sections
at 10 eV (2 photons) are extremely small (0.4 Mb for Mg,
0.1 Mb for Na [35]). Owing to their low IE and photoab-
sorption cross-section, alkali atoms should be ideal objects
to investigate field-dominated ionization.

7 ATI spectra

Equation (3) mimics the abundance of the direct ati
electrons. This is shown in the lower panel of Figure 1.
The decline of the ati spectrum is due to the fact that
the peaks represent successively higher order processes.
Increasing the intensity above the saturation threshold
(M ≈ m − 1/e) would shift the Poisson distribution ac-
cordingly, which results in a broader distribution with a
distinct energy maximum.

Photoelectrons that form via a continuum levelm have
kinetic energy Ekin = Em − IE. By monitoring the con-
tributions from each individual level, we can predict the
corresponding ati photoelectron spectra, that are char-
acteristic for high-intensity ionization processes. For lin-
ear polarization, and far below saturation (for the general
case, see Eqs. (7)), we find for the ati spectrum

PATI(Ekin = Em − IE) ≈

1 −
(
Γ (m,mIe/Isat,m)

Γ (m)

) N
π
√

2 (1−
1
m )

. (10)

This kinetic energy spectrum more or less mimics
the structure of the single-photon absorption spectrum
(weighted by the high-energy tail of the Poisson distribu-
tion), in the sense that small cross-sections induce weak
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Fig. 3. Ionization behavior
of Xe(black)/O2(blue) and
Ar(red)/N2(green) upon irradiation
with a linearly polarized, 800-nm pulse.
Upper panels: pulse duration 30 fs (ex-
perimental data from Ref. [10]); lower
panels: 200 fs (experimental data from
Ref. [9]). Solid lines: present model,
equation (8), volume integrated. The
curves in the lower right panel were
obtained by multiplying the original
intensities by a factor of 1.25; for the
other panels, this multiplication factor
was 1.0 (no correction).

Fig. 4. Ionization of He and Ne us-
ing linearly polarized (left panel) and
circularly polarized (right panel) 120-
fs pulses of 614-nm wavelength: He+

yield: black, Ne+ yield: blue, Ne2+

yield: red. Solid curves: present model,
equation (8), volume integrated, orig-
inal intensities divided by a factor
of 1.56. Experimental data from refer-
ence [55].

ati peaks and large cross-sections induce strong ati peaks
(note that I−1

sat,m ∝ σm). Figures 5 and 6 illustrate this.
In Figure 5 we show single-photon cross-sections of the
atoms He, Ar, and O; these values were calculated using
the analytic approximations given in reference [35]. The
He cross-section has its maximum right at the ionization
threshold. The cross-section of the Ar atom reaches its
maximum about 7 eV above the ionization threshold, but
the cross-sections in the first 7 eV are not much lower
(> 85%). For the O atom the maximum is reached about
10 eV above the ionization threshold, but in this case the
value just above the threshold is only 16% of the max-
imum value. Figure 6 shows ati spectra for these three
atoms, calculated using equations (7), at their indicated
saturation intensities. These spectra give the contribution
of each level m to the total ion yield. The He spectrum is
strongly peaked at low kinetic energies. The Ar spectrum
is also strongest in the lowest level but broader than the
He spectrum. A strong suppression of the first few ati
peaks is seen in the O atom. This atom can be taken here
as a substitute for the O2 molecule, whose single-photon
cross-section has essentially the same features. The weak
onset of the cross-section of the O atom renders its first few
channels ineffective. One may conclude that the true sig-

nature of Cooper suppressed ionization is a suppression of
the first few ati peaks, so that most electrons are created
with considerable excess energy. This inhibits electron rec-
ollision effects such as the formation of ati plateaus [48],
high-harmonics generation, and NS ionization [49]. In this
way the s.p.i. model rationalizes corresponding experi-
mental observations [50].

8 Nonsequential ionization

The s.p.i. model naturally predicts sequential (stepwise)
ionization processes:

A σ1;m1Eph
� A+ σ2;m2Eph

� A2+.

An example is the sequence Ne, Ne+, Ne2+, Ne3+ in
Figure 2. Each channel has been treated individually.
However, multiply charged ions can also form via non-
sequential ionization processes, e.g., the direct freeing of
two electrons from the precursor state:

A σ1; (m1 +m2)Eph
� A2+.
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Fig. 5. Single-photon cross-sections of He, Ar, and O, calcu-
lated from reference [35].

Fig. 6. Calculated ati spectra of He, Ar, and O. The spec-
tra were calculated at the indicated saturation intensities, for
which the total ionization probability is 1 − 1/e ≈ 0.63. No
volume integration.

This is also a viable mechanism in the s.p.i. model, owing
to the high-energy tail of the Poisson distribution. Using
equation (9), we find for the ratio of saturation intensities

INS
sat

Iseq
sat

=
(
σ2

σ1

)
IE1(IE1 + IE2)

IE2
2

≈ 3
4

(
σ2

σ1

)

. (11)

Here we have used IE2 ≈ 2 IE1, which holds in many
cases. Because σ2 is usually smaller than σ1 (for He,
σ1 = 7.5 Mb [33] and σ2 = 1.5 Mb [35]), NS ionization
precedes sequential ionization on the intensity scale. This
is in agreement with the experimentally observed ‘knees’
in the ion yields of multiply charged species [5,51]. More-
over, also the fact that the calculated intensity for the
Ar2+ → Ar3+ sequential ionization is far beyond the value
of Chin and coworkers [5,51] (see Fig. 2) can be resolved
in terms of a NS channel contributing to the experimental
ion yield: consulting the s.p.i. model on the NS formation
of Ar3+ via Ar+, we find that early NS appearance of Ar3+

is indeed expected (cf. Eq. (11)), because the Ar+ absorp-
tion cross-section is exceptionally high (about 40 Mb [35]).
To quantify NS ionization in the s.p.i. model, we consider

six processes P1–P6 (seq = sequential):

P1, seqAr −→Ar+ (14 ≤ s ≤ 38, σAr
14 )

P2,NSAr −→Ar2+ (39 ≤ s ≤ 73, σAr
14 )

P3, seqAr+ −→Ar2+ (24 ≤ s ≤ 58, σAr+
24 )

P4,NSAr+ −→Ar3+ (s ≥ 59, σAr+
24 )

P5,NSAr −→Ar3+ (s ≥ 74, σAr
14 )

P6, seqAr2+−→Ar3+ (s ≥ 35, σAr2+
35 ), (12)

where the required number of photons s and the relevant
single-photon cross-section are indicated for each process.
Labeling the timelets with k = 1, 2, ...,K as before, and
writing pi for the s.p.i. ionization probability of process Pi
due to timelet k, and nQ+

k for the probability to find ArQ+

after timelet k, we calculate the distribution of charge
states in an iterative way:

n3+
k = n3+

k−1 + p5n
0
k−1 + p4n

1+
k−1 + p6n

2+
k−1

n2+
k = n2+

k−1 + p2n
0
k−1 + p3n

1+
k−1 − p6n

2+
k−1

n1+
k = n1+

k−1 + p1n
0
k−1 − p3n

1+
k−1 − p4n

1+
k−1

n0
k = n0

k−1 − p1n
0
k−1 − p2n

0
k−1 − p5n

0
k−1 (13)

with the initial values n0
k=0 = 1 and n1+

k=0 = n2+
k=0 =

n3+
k=0 = 0. Equation (13) adds all probabilities to reach

ArQ+ from lower charge states, through either sequential
or nonsequential processes.

Figure 7 shows the resulting charge distributions as a
function of peak intensity for λ = 1053 nm and pulse du-
rations of 1.28 fs (N = 1 in Eq. (1), black curve), 10 fs
(red), 50 fs (blue), 100 fs (green), and 500 fs (purple).
Clearly, the use of a longer pulse pushes the NS contribu-
tion to the Ar3+ signal (due to process P4) down to a less
observable level. For such pulse durations process P3 can
largely deplete the Ar+ ensemble before the intensity gets
high enough to make P4 (which also starts from Ar+) an
efficient process. For shorter pulses (say, below 50 fs) there
is less time for such a depletion, which results in a larger
NS contribution to the Ar3+ signal. The gross features of
Figure 7 are found in accordance with the observations of
Chin and coworkers [5].

This analysis may be helpful to discriminate between
the direct ns two-electron emission process and the recol-
lision based process. It is clear that the direct process be-
comes more important for shorter pulses and higher inten-
sities respectively, because higher intensities deplete the
amount of appropriate (low initial energy) electrons. Ac-
cording to the Poisson distribution the yield of ‘threshold’
electrons and therefore the yield of recollision events goes
through a maximum at Mm = m with Pmax ≈ 1/

√
2πm.

This explains why the experimentally observed ns ioniza-
tion curves (see e.g. Fig. 4) approach the ‘direct’ limit at
high intensities or, vice versa, recollision events are more
pronounced at lower intensities.
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Fig. 7. Calculated volume-integrated ion yields of Ar with
1053-nm pulses as a function of peak intensity. The figure
shows the influence of pulse duration on the NS contribution
to the Ar3+ signal. Black curves: pulse duration 1.28 fs (N = 1
in Eq. (1)); red: 10 fs; blue: 50 fs; green: 100 fs; purple: 500 fs.

9 Comparison with the BSI model

We now compare the saturation intensity for the noble
gases as predicted by the s.p.i. model (see Eq. (9)) and the
popular bsi (barrier suppression ionization) model [5]. For
practical use of equation (9), one has to choose the small-
est Em

2/σm value in the ionization continuum, which for
the noble gases occurs just above the ionization threshold
(Em≈IE). Thus, from the s.p.i. model we obtain

Isat(W/cm2) = 2.00 × 1013 IE(eV)2/σIE(Mbarn), (14)

where σIE denotes the noble gas threshold cross-sections.
In accordance with the bsi model, which predicts
Isat(W/cm2) = 4.00×109IE(eV)4, the saturation intensity
is wavelength independent. Although the IE dependences
are at challenging variance, the saturation intensities pre-
dicted by the two models are very similar, as Figure 8
shows. This is due to the fact that the noble gas thresh-
old cross-sections σIE closely follow an IE−2 power law.
However, contrary to bsi, the s.p.i. model is also in good
agreement with species other than the noble gases (see
Fig. 2). In terms of the electric field, equation (14) reads
Esat(V/cm) = 1.2 × 108IE(eV)/

√
σIE(Mbarn).

10 Generalized cross-sections

At very low intensities, the first term of the sum in equa-
tion (3) dominates, and so the well-known mpi law [4] is
retrieved: ionization probability ∝ Im. Hence, a compar-
ison of Mm

m/m! with the corresponding time-integrated
rate equation enables us to extract a new generalized mpi

Fig. 8. Saturation intensities of the noble gases as a function
of their ionization energy IE. Blue circles and dashed line: bsi
model. Red solid circles: present s.p.i. model. The threshold
cross-section σIE is indicated for each species. Note the double-
logarithmic representation.

cross-section:

σ
(m)
MPI

(σm)m =
2m+1/m

m!

{
1
2

+
m

4π
sin

(
2π
m

)}m (
h

mEph

)m−1

.

(15)

As shown in Table 2, this compares favorably with
Lambropoulos’s scaling law [12,13] and also with experi-
ments [52].

11 Circularly polarized light

Similarly, we find for the ratio of threshold intensities with
linear and circular polarization

Icirc
thr

I lin
thr

=
(

2m+1

m

)1/m {
1
2

+
m

4π
sin

(
2π
m

)}

, (16)

which has a numerical value between 1 and 2. Measured
ratios for Xe (1053 nm, m = 11, Ref. [53]) and toluene
(800 nm, m = 6, Ref. [54]) are 1.7 and 1.43; equation (16)
predicts 1.67 and 1.52, respectively. The result in equa-
tion (16) is a consequence of the different intensity profiles
(see Eq. (1)) and of our timelet definition, as contained in
the curly-bracketed factor (compare Eqs. (5, 6)). Figure 4
shows He+ (black), Ne+ (blue), and Ne2+ (red) yields
as a function of intensity using linearly (left panel) and
circularly (right panel) polarized, 120-fs, 614-nm pulses.
The solid curves are our present results, and the exper-
imental data points were taken from reference [55]. The
only feature that our calculations do not reproduce is the



C.J.G.J. Uiterwaal et al.: Predicting intense-field photoionization 389

Table 2. Generalized cross-sections of the noble gases for 248-nm radiation. Units: [σ(n)] = cm2n sn−1.

Species Present model Scaling [12,13] Experiment [52]

He: (σ(5))1/5 1.0 × 10−30 0.6 × 10−30 (0.4 +0.24
−0.04) × 10−30

Ne: (σ(5))1/5 1.1 × 10−30 0.8 × 10−30 —

Ar: (σ(4))1/4 3.8 × 10−29 1.8 × 10−29 (1.1 +0.1
−0.2 ) × 10−29

Kr: (σ(3))1/3 1.3 × 10−27 0.4 × 10−27 (0.49+0.17
−0.10) × 10−27

Xe: (σ(3))1/3 1.7 × 10−27 0.5 × 10−27 (1.7 +1.7
−0.9 ) × 10−27

enhanced Ne2+ yield for lower intensities, that causes a
‘knee’ structure in the experimental data. In so far as this
nonsequential ‘knee’ is due to electron rescattering [49],
it is not accounted for in our calculations. When radia-
tion with long wavelengths is used, the order m is large.
In that case, equation (16) predicts Icirc

thr /I
lin
thr → 2, or, in

terms of the electric field, Ecirc
thr ≈ Elin

thr. In this sense the
s.p.i. model lends some importance to the electric field for
longer wavelengths, even though this field is not one of its
underlying concepts.

12 Observability of the threshold order

The frequently observed bent ion yield curves (i.e. an ion-
ization order that is smaller than the threshold mpi order)
are usually taken as an indication of field-induced tun-
neling ionization because this particular shape can easily
be reproduced by appropriately scaled Ammosov-Delone-
Krainov (adk) type formulas [4]. On the other hand, from
the first term in equation (3) we also find a decreasing
slope with increasing intensity, albeit somewhat less pro-
nounced: d(lnP )/d(lnM) = m−M . For a relatively low
order, say m = 6, and tolerating a decrease to a log-
log slope of 5.5, we are at an ionization probability of
1.4 × 10−5 (see Eq. (3)). This means that the threshold
mpi order can be observed. However, for m = 16 and
M = 0.5, P is as small as 4.6 × 10−19. This implies that
the threshold mpi order can never be observed if it is too
large. This statement can be further quantified by notic-
ing that for an observation threshold of, say, 10−5 the
slope d(lnP )/d(lnM) at threshold deviates less than 0.5
from the mpi order m for m ≤ 6. Taking 10 eV as a typi-
cal atomic or molecular IE, we conclude that visible and
shorter wavelengths would typically lead to an mpi-like
behavior, with a slope close to the lowest order, whereas
near-infrared and longer wavelengths would typically lead
to smaller slopes, seemingly indicating a tunneling pro-
cess. This general conclusion is in agreement with the tra-
ditional notion, as expressed in the Keldysh parameter [1],
that longer wavelengths are more likely to induce tunnel-
ing ionization than shorter ones. However, the Keldysh
parameter does not incorporate the single-photon cross-
section that is so significant in the s.p.i. model.

13 Multiple ionization of C60

Let us now turn our attention to C60. The published (mul-
tiple) ion yield curves for this molecule [56–58] are in

severe conflict with each other. None of the results can
be reproduced using the single-photon photoabsorption
cross-sections [59,60]. However, the ion yields of Campbell
et al. [58] for C+

60... C4+
60 can be reproduced satisfactorily,

assuming that the individual carbon atoms behave as inde-
pendent ionization centers. Let us label the timelets with
k = 1, 2, ...,K as before, and write pk for the s.p.i. ioniza-
tion probability of a single carbon atom due to timelet k,
and nQ+

k for the probability that Q of the 60 carbon atoms
in C60 are ionized after timelet k. We then calculate the
distribution of charge states after the pulse nQ+

k=K in an
iterative way:

nQ+
k =

Q∑

q=0

(
60 −Q+ q

q

)

p q
k (1 − pk)60−Q n

(Q−q)+
k−1 . (17)

Equation (17) adds all probabilities to obtain CQ+
60 from

C(Q−q)+
60 in a process where exactly q of the 60 − (Q− q)

carbon atoms that remained neutral after timelet k−1 are
ionized due to timelet k. The volume-integrated curves in
Figure 9 show that we then find comparable saturation
intensities for C+

60... C4+
60 , in agreement with the exper-

imental data from reference [58]. (In Fig. 9 we reduced
the experimental intensities by a factor of 1.75.) Equa-
tion (17) predicts CQ+

60 ∝ I7Q for very low intensities.
However, as explained above, we expect weaker depen-
dences to be observed if this order 7Q is large. This is
in agreement with the data reported by [58]. Our calcu-
lations predict that around the saturation intensity sev-
eral charge states occur simultaneously with compara-
ble probabilities (e.g. C+

60... C5+
60 all between 11% and

23%), and there is no intensity for which only one charge
state dominates (except, of course, for very low intensi-
ties, where C+

60 dominates). Such subtleties are obscured
in most experiments, because ions are usually collected
from the whole focal region which results in yields ordered
as C+

60 > C2+
60 > C3+

60 ..., each signal having an I3/2 de-
pendence [61] due to focal volume expansion (see Fig. 9).
Thus, the C60 system is an ideal candidate for investiga-
tions using a three-dimensionally confined, µm-sized de-
tection volume [62,63]. Overlapping this confined volume
with the heart of the focus allows the determination of
absolute ionization probabilities [64], thus avoiding the
blurring influence of volume expansion and rendering the
exact shape of the spatial intensity distribution irrelevant.
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Fig. 9. Ionization behavior of C60 upon irradiation with
a linearly polarized 25-fs pulse of 790-nm wavelength. Solid
curves: present model. Experimental data from reference [58]:
� = C+

60; � = C2+
60 ;× = C3+

60 ; + = C4+
60 . For an optimal fit, the

experimental intensities were reduced by a factor of 1.75.

14 Conclusions

We have investigated intense field ionization with photons
of energy Eph on the basis of four heuristic assumptions:
(1) Each target particle continuum level Em with energy
Em = mEph is a possible doorway state towards ioniza-
tion; (2) Each of these levels Em has a characteristic elec-
tronic response time ∆tm = h/Em = T/m (timelet), and
within this time interval the target particle is unable to
alter its state upon the photobombardment; (3) For times
shorter than ∆tm the target particle cannot distinguish
between the energy delivered bym photons and the energy
delivered by a single photon with energy Em = mEph,
so that single-photon cross-sections σm for photons with
energy Em = mEph properly describe the particle’s ab-
sorption qualities; (4) Ionization (transition to a contin-
uum state with energy Em = mEph) takes place when the
number of photons with energy Eph that passes through
the cross-section σm within the duration of the timelet
h/Em is equal to or larger than m. For both linear and
circular polarization, ion yields and ATI spectra can be
closely approximated by a simple analytic expression. Spe-
cific properties of a target particle naturally enter into
the s.p.i. model through the target particle’s character-
istic single-photon cross-section. We have shown that the
predictions of the s.p.i. model are in accordance with ex-
isting experimental evidence. The s.p.i. model successfully
describes suppressed ionization, which results from inter-
ference of atomic sites in a molecule, a property that is au-
tomatically accounted for in single-photon cross-sections.
The s.p.i. model gives an alternative explanation of bar-
rier suppression ionization (bsi), and it correctly predicts
generalized multiphoton ionization cross-sections for the
noble gases. It also properly describes the influence of po-
larization on the ionization probability. The s.p.i. model
explicitly separates the direct photoionization from any
other, time-cumulative phenomena such as the pondero-

motive potential [39], or electron recollisions [49]. Because
such time-cumulative phenomena are probably of lesser
importance for few cycle pulses, we expect the s.p.i. model
to be well suited to describe photoionization processes
with such pulses.

With great pleasure we acknowledge many valuable and en-
couraging discussions with S.L. Chin. We thank A. Saenz and
G.G. Paulus for stimulating comments.

Appendix

To elucidate our s.p.i. model we turn to time-dependent
perturbation theory, applying its formalism to a transi-
tion from the (unperturbed) ground state |g〉 to an (un-
perturbed) ionized state |z〉.

Let us assume the perturbation V = −µ(Ee−iωt +c.c.)
[E denotes the amplitude of the electric field] is switched
on at t = 0, and that the number of photons with energy
Eph= �ω needed to reach state z is m. The probability
p
(m)
z (t) to find the system in state z at time t is then due

to an interaction m-th order in the field [65]:

p(m)
z (t) =

∣
∣
∣
∣
∣
∣
∣
∣
∣

∑

p,q,...y

m matrix elements
︷ ︸︸ ︷
µzy...µqpµpg Em

�m (ωyg − [m− 1]ω)...(ωqg − 2ω)(ωpg − ω)
︸ ︷︷ ︸

m−1 frequencies

× [ei(ωzg−mω)t − 1]
(ωzg −mω)

∣
∣
∣
∣
∣
∣
∣
∣

2

. (18)

This expression involves m − 1 sums, each running
over the complete set of energy eigenstates |i〉 of the
unperturbed system, and we use µij = 〈i|er|j〉 and
ωij = (Ei − Ej)/�.

The s.p.i. model can be shown to result from two dras-
tic simplifications of this expression. Making these simpli-
fications forces us to pass by certain delicacies of equa-
tion (18), so that we cannot expect the result to be exact.
Nevertheless, our aim is to obtain an expression that is
still accurate enough to serve as some sort of guideline to
describe intense-field ionization processes. The first sim-
plification is based on the assumption that the frequencies
ωyg, ..., ωqg, ωpg are all ≈ mω [66]. A plausibility argument
behind this is that for most target particles the bulk of the
oscillator strength is found in the continuum, and there is
a tendency for the oscillator strength to be largest for ener-
gies immediately over the ionization threshold. With this
simplification, equation (18) becomes (using completeness,
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∑
i |i〉〈i| = Î):

p(m)
z (t) ≈

∣
∣
∣
∣
∣
∣
∣
∣

1
m!
mω

(
m times
︷ ︸︸ ︷
µ...µµ )zgEm

(�ω)m

∣
∣
∣
∣
∣
∣
∣
∣

2

∣
∣
∣
∣
[ei(ωzg−mω)t − 1]

(ωzg −mω)

∣
∣
∣
∣

2

.

(19)
The second simplification addresses the matrix element

(µ...µµ
︸ ︷︷ ︸
m times

)zg = 〈z|µ...µµ|g〉 = em

∫

dr ψ�
z(r) xm ψg(r) (20)

(we assume linear polarization in the x-direction; e =
elementary charge). This quantity must be on the or-
der of embm, with b being some typical size of the tar-
get. To characterize the target in this sense, we chose to
take the square root of the single-photon cross-section:
eb ∼ µzg = e

∫
dr ψ�

z(r) x ψg(r), getting

(µ...µµ
︸ ︷︷ ︸
m times

)zg ≈ (µzg)m. (21)

An argument in favor of this approximation might be
found in the fact that the ground state wave function ψg(r)
is localized: it extends in a rapidly decreasing fashion into
the classically forbidden part of the binding potential of
the ionic core. With this in mind, it is interesting to note
that the integrand in equation (20) contains the prod-
uct xmψg(r). This product is expected to peak somewhere
close to the core, having a peak value on the order of bm.

With these assumptions we arrive at the following esti-
mation for the ionization probability due to half an optical
cycle (HC: t = 1

2T = π/ω):

p(m)
z (HC) ≈ Mm

m!
(22)

with

M =
σm

Eph
∆tmIpeak (Ipeak = ε0cE2), (23)

in which σm is the single-photon cross-section connect-
ing states g and z, and ∆tm ≡ T/m, exactly as in equa-
tion (2).

Equation (22) was derived from perturbation theory,
an underlying assumption of which is that all excitation
probabilities are negligible: nearly all target particles will
remain in the ground state, and M � 1. Obviously, per-
turbation theory must fail when one deals with intense in-
teractions as is the case in intense-field ionization. Thus,
an extension to equation (22) is needed. In the pertur-
bation picture, the transition g → z takes place by the
simultaneous absorption of m photons. All these photons
are energetically needed to excite the target. A natural ex-
tension to this picture is obtained when one allows for the
involvement of more than this minimum number. The ad-
ditional photons will then not be used to further excite the
ionic core, but rather to give the photoelectron additional
kinetic energy (see Sect. 7 on ati spectra). With all this

in mind, we add higher-order terms to the photoionization
probability, which then becomes Pm(HC) ∝ ∑∞

s=m
Ms

s! ,
or, when properly normalized:

Pm(HC) = e−M
∞∑

s=m

M s

s!
. (24)

Equation (24) is identical to equation (3). With the
normalization we have saturation for high intensities
(large M):

lim
M→∞

Pm(HC) = 1, (25)

and the perturbative expression is simply the leading term
of equation (24) for very low intensities (small M):

Pm(HC) ≈ Mm

m!
for M � 1. (26)

The above expressions can be reinterpreted in line with
Section 2 of this paper: intense field ionization processes
can be described using the single photon absorption spec-
trum in the continuum and a statistical analysis of the
photon flux on the time scale of the electronic response
time of the system under consideration.
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